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ABSTRACT

Resting-state functional magnetic resonance imaging (fMRI) has be-
come an important tool to study the spontaneous brain fluctuations.
Especially, in terms of network analysis, the intrinsic brain activa-
tions have been shown to exhibit some characteristic spatial pat-
terns referred to as resting-state networks. These distinct networks,
which are mostly distinguished by their spatial distribution, have
been proven to be reproducible via different fMRI data analysis tech-
niques. However, the spatial and temporal interactions in the resting-
state fMRI data are merely investigated. It is necessary to inves-
tigate the temporal evolution of the “bursts” of activations or the
“switching” of different (probably overlapping) networks for bet-
ter understanding of brain’s intrinsic organization. Recently, we
have proposed total activation (TA) which reveals the “underlying”
activity-patterns in fMRI without incorporating any prior model of
the events’ onsets and durations. TA is cast as a spatio-temporal reg-
ularization where it promotes the sparsity of the innovation signals,
which delineate the onsets and offsets of transient activations in each
voxel. In this work, we study the temporal and spatial interactions
of the synchronized “burst” of activations captured by TA.

Index Terms— fMRI BOLD, spatio-temporal regularization,
clustering, synchronous networks, network dynamics

1. INTRODUCTION

Functional magnetic resonance imaging (fMRI) has become an es-
sential tool to visualize the brain function measuring the blood oxy-
genated level dependent (BOLD) signal during brain activity. In
“task-explicit” studies the fMRI data are acquired while subject per-
forms a given task. General linear model (GLM) constitutes the
mainstream fMRI data analysis scheme in these studies by fitting
a predefined model to the fMRI data. However, in “task-implicit”
studies, such as resting-state fMRI, GLM either provides limited in-
formation or becomes inapplicable as a model can not be defined a
priori.

Immense interest in resting-state fMRI has led to utilization of
various methodologies such as seed correlation analysis [1], fuzzy
clustering [2], independent component analysis (ICA) [3, 4], tempo-
ral correlation analysis [5, 6] and so on. The analysis of temporal
and spatial patterns in fMRI data has been an on-going interest. For
example, ICA, one of the vastly utilized methods, reveals spatially

This work was supported in part by the Swiss National Science Foun-
dation (under grants PP00P2-146318 and 51AU40-125759) and in part by
EPFL BMI-HU collaboration grant, Center for Biomedical Imaging (CIBM)
of the Geneva-Lausanne Universities, and National Center of Competence in
Research.

(temporally) independent sources. Even though the statistical in-
dependence would provide well-segregated networks, it is still not
clear how the interactions between these components evolve over
time. Moreover, the information flow in the components and perhaps
the overlapping and distinct spatio-temporal interactions of brain re-
gions should still be further investigated. Recently, the combination
of spatial and temporal ICA has been applied to fast fMRI data to
study the dynamics of overlapping components [7]. Another inter-
esting method employs a two step clustering analysis to detect the
transient activations in fMRI [8].

We have recently proposed a new approach based on spatio-
temporal regularization, termed total activation (TA), to extract the
“underlying” activity-inducing signals from fMRI data without us-
ing any predefined information about the onset and duration of the
paradigm. Specifically, in temporal domain, TA applies generalized
total variation regularization that incorporates a general differential
operator to invert the hemodynamic response. The resulting activity-
inducing signals are designed to be built up of block-like signals
where the “sparse” innovation signals determine the onsets and off-
sets of the activations. An additional spatial regularization term pro-
motes smooth but well segregated activations between anatomically
defined regions by imposing mixed-norm constraint. Essentially,
these properties enables TA to monitor the “underlying” activation
patterns also in resting-state fMRI.

In this work, using TA, we investigate the synchronous network
dynamics in resting-state fMRI data of 10 healthy subjects. The “ac-
tive time points” are defined using the (sparse) innovation signals
that reflect the “bursts” of transient activity. Then, we perform k-
means clustering and project each cluster onto the original time se-
ries. The results show that innovation signals are able to disentangle
overlapping networks. Moreover, the correlation analysis highlight
spatially overlapping networks with distinct temporal patterns.

2. METHODS

2.1. Total Activation

TA recovers the “underlying” activity-inducing signals from noisy
fMRI measurements by incorporating a differential operator that in-
verts the hemodynamic effect. We formulate the measured fMRI
BOLD signal of the ith voxel y[i, t] as follows

y[i, t] = u[i, t] ∗ h[t] + ε[i, t] = x[i, t] + ε[i, t], (1)
∆Lh{x[i, ·]}[t] = u[i, t], ∆L{x[i, ·]}[t] = us[i, t], (2)

where h[t] is the hemodynamic response function, that is the Green’s
function of derivative operator ∆L)h, u[i, t] is the activity-inducing
signals, ε is white Gaussian noise, us[i, t] is the innovation signal,
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∆L = ∆D∆Lh , and ∆D is the first order differential operator. The
differential operator is adapted from the formulation in [9] based on
the first-order Volterra series approximation of non-linear Balloon
model [10, 11].

TA is cast as a convex problem imposing (structured)-sparsity
priors in the spatiotemporal domain. It incorporates spatial and tem-
poral regularization terms; the former uses a mixed-norm constraint
to promote coherent activations inside anatomically defined regions
whereas sparse activations across the volume, and the latter exploits
the sparsity of the innovation signal. Combining these two con-
straints with a least-squares data fitting term, we solve for the fol-
lowing regularization problem

x̃ = arg min
x

1

2
‖y − x‖2F +RT (x) +RS(x), (3)

where

RT (x) =

V∑
i=1

λ1[i] ‖∆L {x[i, ·]} ‖1︸ ︷︷ ︸∑N
t=1|∆L{x[i,t]}|

, (4)

and

RS(x) =
N∑
t=1

λ2[t]‖∆Lap {x[·, t]} ‖(2,1)︸ ︷︷ ︸∑M
k=1

√∑
i∈Rk

∆Lap{x[i,t]}2

, (5)

where ∆L is the generalized derivative operator that recovers the
innovation signals (over time), ∆Lap is the Laplacian operator (over
space), λ1 and λ2 are the regularization parameters, ||x||F is the
Frobenius norm. λ1 is tuned automatically according to the esti-
mated noise level of each voxel [17] and λ2 is picked as 5 empiri-
cally.
We employ generalized forward-backward splitting [12], for de-
noising case also known as parallel Dykstra-like proximal algo-
rithm [13], to solve the optimization problem in (3). The joint
solution is obtained by incorporating the proximal maps of both
spatial and temporal regularizations [14–17].

2.2. Dynamic Analysis

2.2.1. Synchronous Activations

TA provides a 4D dataset comprising the activity-inducing signals of
each voxel. Here, we perform a temporal clustering analysis in or-
der to further investigate the temporal characteristics of the activity-
inducing signals. Specifically, we are interested in revealing the syn-
chronized activation patterns and their dynamics. For this purpose,
we first computed the average innovation signals of each anatomi-
cally defined region in the AAL atlas and “smooth” the innovation
signals over time by convolving the time series with a window of
length 3 TRs so that small shifts of the hemodynamic response are
taken into account. We apply the same steps to the activity-inducing
signals u[i, t]. Then, we form a subset of the innovation signals that
are composed of the onset times of the “positively activate” regions.
The subset of the onsets that is kept for further analysis is determined
by thresholding the cumulative innovation signals at each time point
such that half of the positive activations are preserved,

ūs[k, t] =
∑
i∈Rk

us[i, t] b[us[i, t]], (6)

ton = {t :
∑
k

ūs[k, t] > Θ}, (7)

ũs[k, t] = {ūs[k, t], t ∈ ton}, (8)

where ūs[k, t] are the region-averaged “positive” innovation signals
of region k, b[l] = l, l > 0 and 0 otherwise, and Θ is the 50% thresh-
old (median). Fig. 1(a) shows the average activity-inducing signal
computed for one brain region, posterior cingulate cortex (PCC),
and the corresponding “positive” innovation signal, ūs. Fig. 1(b)
depicts the total innovation signal of all regions,

∑
k ūs[k, t], and

the subset of onsets, ton, kept for clustering analysis.

(a) The average activity-inducing signal (black) and
positive innovation signal (red) of PCC

(b) The total innovation signal for all regions (black) and
selected time points (red shaded areas)

Fig. 1: Total activation (TA) results, (a) activity-inducing (black)
and innovation signals (red) obtained with TA for one region (PCC),
and (b) selected time points (50 %, red shaded) to be further used in
clustering analysis.

2.2.2. K-means Clustering

We employ k-means clustering to the innovation signals at selected
time points, ũs, using correlation as a similarity measure. Each time
point in the onset subset ton is assigned to the most probable clus-
ter. Instead of extracting the cluster centroids, which are affected by
global normalization, we compute the mean activation map of each
cluster Cl by averaging the volumes at the time points obtained by
clustering.

Cl[k] =
1

|ton[l]|
∑

t∈ton[l]

ũs[k, t], (9)

where | · | represents cardinality.

2.2.3. Least Square Fitting

Performing the cluster analysis on the innovation signals enables to
capture the transient activity that are potentially lost in the block-like
activity-inducing signals due to integration and superposition of tem-
porally overlapping networks. Here, we backproject the clusters on
activity-inducing signals to monitor these transient activations that
are captured from the innovation signal. We employ a linear regres-
sion as

β̂ββ = argβββ min ‖u−Xβββ‖22, (10)

where each column of regressor X is a cluster mapCl[k] normalized
by its `2-norm, and u are the activity-inducing signals. The βββ values
reveal the contribution of each cluster in the activity-inducing signals
temporally.
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3. RESULTS

3.1. Resting-State FMRI Data

We analyze the resting-state fMRI data of 10 healthy subjects who
are requested to lie in the scanner with their eyes are closed. The
fMRI data were acquired on a Siemens 3T TrioTIM using gradient-
echo planar imaging (TE = 27 ms, TR = 1.1 s, flip angle = 90o,
matrix = 64 × 64, 21 transverse slices, voxel size = 3.75 × 3.75
× 5.63 mm3, 450 volumes). The following preprocessing steps
are performed: fMRI volumes were realigned to the first scan and
spatially smoothed with Gaussian filter (FWHM=5mm) using SPM8
(FIL,UCL,UK). The anatomical AAL atlas [18] (90 regions without
the cerebellum) was mapped onto the subject’s functional space
using the IBASPM toolbox [19]. The first 10 volumes are discarded
and voxels’ time series labelled within the atlas were detrended for
slow oscillations using a first-degree polynomial and DCT basis
function up to cut-off frequency of 1/125 Hz, and finally scaled to
have unit variance.

3.2. Spatially Segregated Clusters

We obtain 15 clusters with k-means clustering. The number of clus-
ters are determined using a cross-validation scheme and the stability
of k-means clustering is satisfied by replicating k-means clustering.
Fig. 2 shows the cluster maps that are computed by averaging the
activation maps in each cluster. The clusters are spatially segregated
and localized due to the special encoding of the onsets from innova-
tion signals. Most resting-state networks as well as the subcortical
structures are well-distinguished in clusters. Clusters 1, 6, 9 and 11
show the primary and secondary visual areas. Clusters 2, 7 and 12
comprise the anterior and posterior default-mode network (DMN),
which are also found to be segregated in previous studies [20]. Some
subcortical structures, such as thalamus and putamen, are depicted
in cluster 3 and 10. Cluster 4 captures most of the olfactory areas,
cluster 5 points the motor areas and cluster 8 represents auditory re-
gions. Cluster 13 includes the supramarginal gyrus, and frontal and
parietal attention regions are depicted mostly in clusters 14 and 15.

3.3. Dynamic Mapping

We investigate the clusters and their dynamic patterns by first pro-
jecting the clusters into activity-inducing signals (whole time series)
via least squares fitting. Then, we compute the temporal correlation
between cluster coefficients as well as the spatial correlation between
the clusters. The upper and lower triangular part of the correlation
matrix in Fig. 3 shows the spatial and temporal correlations, respec-
tively. The correlation values that are closely related to the DMN are
depicted by dashed squares. The anterior regions are mostly cumu-
lated in cluster 2 whereas posterior regions are cumulated in cluster
12. Cluster 2 includes both anterior and posterior DMN. We observe
that two spatially overlapping DMN clusters, (clusters 2 and 7, clus-
ters 7 and 12) have anti-correlated temporal patterns. On the con-
trary, the clusters that involve anterior and posterior DMN (cluster 2
and 12) have very small spatial correlation, however, their temporal
correlation suggests relatively higher positive correlation. Similar
trends exist in visual networks between primary and secondary vi-
sual regions (clusters 1,6 and 9) that are depicted by white squares
in Fig. 3. These result might suggest the existence of subnetworks
with different temporal characteristics or temporal information flow
between these clusters; i.e., the clusters are lagging each other. We
performed a non-parametric test on the correlation differences where

the surrogate data is generated from the random shuffling of the cor-
relation matrix in Fig. 3. Clusters 7 and 12 are depicted as the
clusters with significant spatial and temporal correlation difference
(p < 0.05, corrected).

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

Cluster 6 Cluster 7 Cluster 8 Cluster 10

Cluster 11 Cluster 12 Cluster 13 Cluster 14 Cluster 15

Cluster 9

min +

max +

Fig. 2: K-means clustering results, only selected slices of each clus-
ter are shown, the maps are thresholded for visual purposes. The
activation maps are obtained by averaging the innovation signals in
each cluster. The maps have only positive values since only the posi-
tive contributions of the innovation signal are considered in the anal-
ysis. The color bar relates to the weights of each region in the corre-
sponding cluster.

4. DISCUSSION AND CONCLUSION

We have recently proposed TA to deconvolve the fMRI time series.
TA is cast as a spatiotemporal regularization that reveal block-like
activity-inducing signals without any prior on their onset and dura-
tion. Moreover, the spatial regularization assures coherent activa-
tions inside anatomically defined brain regions. The fundamental
assumption of TA is to promote the sparsity of the innovation sig-
nal which can disentangle the ongoing activity-inducing signals and
inherently capture the fast transient activity. In this work, starting
from the innovation signals, we elaborate both temporal and spa-
tial characteristics of these “bursts” of transient activity in resting-
state fMRI. The clusters were obtained on group level using only
a subset of onsets in the innovation signals. The clusters unveiled
spatially well-segregated networks that are typically encountered in
other resting-state fMRI studies. The back projection of the clus-
ters into the underlying activity-inducing signals enabled to monitor
the ongoing temporal dynamics and interactions of these clusters.
We compared the spatial and temporal correlations of clusters and
found a negative trend between these correlations. Clusters that are
involved in well-know resting-state networks (visual network and
DMN) exhibited distinct temporal patterns although they spatially
coincide.

590



1

0

-0.5

0.5

1 2 3 4 5 6 7 8 9 10 1112 13 14 15

spatial
te

m
p
o
ra

l 1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

*

Fig. 3: The spatial and temporal correlation matrix. Upper trian-
gle shows the spatial correlation of each cluster and lower triangu-
lar shows the temporal correlation of least squares fitting param-
eters, βββ, for each cluster. The correlation between clusters 2, 7,
and 12 reveals the spatially overlapping(segregated) but temporally
anti-correlated(correlated) DMN regions (dashed black). The cor-
relations between overlapping visual networks (clusters 1, 6 and 9)
also reveal temporally distinct patterns (black). We perform a non-
parametric hypothesis testing to delineate the significant differences
between temporal and spatial correlations; the correlation difference
between clusters 7 (full DMN) and 12 (posterior DMN) are deter-
mined as significant (starred, p < 0.05, corrected).
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