
1228 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 64, NO. 6, JUNE 2017

Distributed Patterns of Brain Activity Underlying
Real-Time fMRI Neurofeedback Training
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Abstract—Neurofeedback (NF) based on real-time func-
tional magnetic resonance imaging (rt-fMRI) is an exciting
neuroimaging application. In most rt-fMRI NF studies, the
activity level of a single region of interest (ROI) is provided
as a feedback signal and the participants are trained to up
or down regulate the feedback signal. NF training effects
are typically analyzed using a confirmatory univariate ap-
proach, i.e., changes in the target ROI are explained by
a univariate linear modulation. However, learning to self-
regulate the ROI activity through NF is mediated by dis-
tributed changes across the brain. Here, we deploy a mul-
tivariate decoding model for assessing NF training effects
across the whole brain. Specifically, we first explain the NF
training effect by a posthoc multivariate model that leads
to a pattern of coactivation based on 90 functional atlas
regions. We then use cross validation to reveal the set of
brain regions with the best fit. This novel approach was
applied to the data from a rt-fMRI NF study where the par-
ticipants learned to down regulate the auditory cortex. We
found that the optimal model consisted of 16 brain regions
whose coactivation patterns best described the training ef-
fect over the NF training days. Cross validation of the mul-
tivariate model showed that it generalized across the par-
ticipants. Interestingly, the participants could be clustered
into two groups with distinct patterns of coactivation, poten-
tially reflecting different NF learning strategies. Overall, our
findings revealed that multiple brain regions are involved
in learning to regulate an activity in a single ROI, and thus
leading to a better understanding of the mechanisms un-
derlying NF training.
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I. INTRODUCTION

N EUROFEEDBACK (NF) based on real-time functional
magnetic resonance imaging (rt-fMRI) is an emerging

technique that allows us to train the participants voluntary con-
trol over their own brain activity [25], [26]. In the majority
of rt-fMRI NF experiments, the feedback signal reflects neu-
ronal activity within a single region-of-interest (ROI) and the
participants are taught to up or down regulate the feedback sig-
nal. Previous rt-fMRI NF training studies have demonstrated
that healthy participants can indeed gain control over localized
brain activity, and that such training affects behavior. For ex-
ample, training of the parahippocampal cortex modulated mem-
ory function [77] of the right anterior cingulate cortex (ACC)
reduced pain perception [22], [62], of the precentral gyrus
speeded up motor responses [31], of the inferior frontal gyrus
improved linguistic performance [1], of the insula modulated
emotions [5], of the occipital cortex improved visual perception
[29], [33], and of the right auditory cortex modulated audi-
tory perception [9], [19]. Recent studies have also demonstrated
clinical relevance of rt-fMRI-based NF training. For exam-
ple, chronic pain patients were trained to regulate the ACC
[62], chronic tinnitus patients learned control over the audi-
tory cortex [20], Parkinson’s disease patients learned control
over the supplementary motor area [10], major depression pa-
tients learned to increase activity in brain regions involved in
positive emotions [28], chronic stroke patients learned control
over the ventral premotor cortex [28], nicotine addicts learned
control over the ACC and ROIs in the prefrontal cortex [34],
and schizophrenia patients learned control over the insular
cortex [15].

To shed light on the neural underpinnings of successful self-
regulation, training-related changes in brain networks have been
investigated posthoc for some of the above-mentioned ROI-
based NF studies. For example, Rota et al. analyzed functional
connectivity (FC) by using a seed correlation approach that re-
vealed FC changes with the NF target ROI (i.e., the inferior
frontal gyrus) as a function of NF training [1], [16]. Their FC
analyses revealed changes in pairwise correlations between the
NF target ROI and other brain regions, but FC changes be-
tween brain regions other than the NF target ROI could not
be detected with the seed correlation approach. Ruiz et al.
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studied changes in effective connectivity that were associated
with the NF training of the insular cortex using Granger causal-
ity modeling (GCM), which is a connectivity analysis approach
in which time series from preselected brain regions are used
to predict time courses of another region [3], [12], [13], [15].
They found enhanced effective connectivity of the NF target
ROI with other brain areas but similar as that with thebr seed-
based approach; Granger causality limits the number of brain re-
gions whose connectivity changes were analyzed. Scharnowski
et al. found posthoc connectivity changes associated with the
NF training of the visual cortex using a psychophysiological
interaction (PPI) analysis and dynamic causal modeling (DCM)
[33], [69]. Whereas PPI is exploratory and allows us to identify
task-related correlation changes with the NF target ROI [70],
DCM is hypothesis driven and uses the Bayesian model com-
parison to compare which network architecture explains the
data best [72]. However, similar to the seed-based approach,
PPI allows us to analyze only FC changes with the NF target
ROI, and similar to the Granger causality, DCM allows us to
analyze effective connectivity of only a few predefined ROIs.
Finally, Haller et al. applied independent component analysis
to reveal network changes associated with training the auditory
cortex [9], [19]. Their analysis revealed functionally relevant
independent components (ICs), including the auditory network
that contained the NF target ROI, the default mode network
(DMN), and the executive control network. Even though this
study used a data-driven multivariate approach for the decom-
position into ICs, the FC analysis was done using a univariate
approach (i.e., changes in pairwise correlations between IC time
courses over training days were analyzed separately). Finally, a
recent study by Harmelech et al. demonstrated that even a single
session of ROI-based NF training induced lasting changes of FC
within the DMN [27]. Overall, these posthoc analyses of global
changes associated with ROI-based NF training indicate that
the effects of NF training extend beyond the target ROI. How-
ever, these investigations focused on either hypothesis-driven
multivariate analyses observing connectivity changes between
the target ROI and a limited number of regions, or on whole
brain univariate analyses observing changes in pairwise connec-
tions. Here, we extend these previous approaches by proposing
a posthoc multivariate decoding method to identify changes
in brain activity across the whole brain that are associated
with the NF training. This decoding analysis includes activ-
ity signals from all brain regions, which are used to explain
the NF training effects in a multivariate model. Specifically,
we

1) used a linear model but with a multivariate decoding setup,
where time courses of all brain regions as regressors, and the
interaction between the self-regulation paradigm and a linear
improvement across NF training as the target signal;

2) ranked all brain regions according to their consistency over
subjects;

3) tested this hypothesis that also includes an estimation of the
optimal model size by implementing a leave-one-participant-out
(LOO) cross validation and backward elimination methods.

Our new multivariate approach will decode and identify
coactivation maps of brain regions involved in improved

self-regulation skills, and will thus reveal the coactivation pat-
terns underlying ROI-based NF training. To validate the method,
we applied this novel approach to data from a previous ROI-
based NF study, in which 12 participants learned down regula-
tion of the right auditory cortex activity while being presented
with acoustic stimulation [9], [19].

II. MATERIALS AND METHODS

A. Data Description

Details about the participants, task procedure, and data acqui-
sition can be found in [9] and [19]. For completeness, the main
parameters are summarized here.

1) Participants: Twelve healthy right-handed volunteers
with normal audition took part in the study. Mean age of par-
ticipants was 28.37 years (range 24–33 years). The study was
approved by the local ethics committee, and all participants
gave written informed consent. Before the experiment, volun-
teers received written instructions explaining that they will learn
to down regulate their primary auditory cortex activity with the
help of NF.

2) Task Procedure: Each participant had four days (ses-
sions) of NF training with approximately 1 week intervals be-
tween them. At each day, participants had four runs, which led
to a total of 16 runs per participant. Before each training ses-
sion, the participants primary auditory area was identified using
a standard fMRI auditory block-design paradigm, consisting of
20 s ON and 20 s OFF bilateral auditory stimulation using a
1000 Hz pulsating sine tone, repeated five times. Following the
localizer, four rt-fMRI NF training runs were performed, the
right localized auditory region was the target ROI. Each run
was composed of five 30 s baseline blocks, interleaved with
60 s down-regulation blocks. The same pulsating sine tone of
1000 Hz was provided as an auditory stimulation during down-
regulation blocks. The signal from the target ROI was provided
as a visual feedback during the entire run as a moving line graph.
The participants were informed about the data processing delay
of about 1 s and of the intrinsic physiological hemodynamic
response delay of about 6 s during the down-regulation periods.
No specific regulation strategy was recommended to the partic-
ipants, but it was emphasized that they should find an individual
strategy that worked best for them. For online data analysis and
feedback presentation we used the Turbo BrainVoyager soft-
ware package (Brain Innovation, Maastricht, The Netherland)
in combination with in-house MATLAB (Mathworks Inc., Nat-
ick, MA, USA) scripts.

3) Data Acquisition: The experiment was performed on
a 3 T whole-body MR sc anner with a standard 12-channel head
coil (Siemens Magnetom Verio, Siemens Erlangen, Germany).
Functional data were acquired with an echo-planar imaging se-
quence (echo time 40 ms, repetition time 2000 ms, matrix size
64 × 64, voxel size 3 × 3 × 3 mm3 , and 19 repetitions). Ad-
ditionally, we acquired an anatomical T1-weighted whole brain
image using a magnetization prepared rapid gradient echo se-
quence (matrix size 256 × 256, 176 partitions, 1 mm3 isotropic
voxels, 26 slices with 1 mm thickness).
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Fig. 1. Construction of the Ztarget signal. (a) Zblo ck block paradigm of
all runs concatenated in time, indicating the regulation and rest periods.
(b) Ztra in ing a linear descending training signal over four training days.
(c) Ztarget element-wise multiplication between Ztra in ing and Zblo ck .

B. Data Preprocessing

Preprocessing was performed using an SPM8 software (Well-
come Department of Imaging Neuroscience, London, UK). All
functional volumes were spatially realigned to the first volume
of each run and normalized into MNI space (Montreal Neuro-
logical Institute, resampled voxel size: 2 × 2 × 2 mm3) by using
cubic B-spline interpolation. Image series were then parcelated
into V = 90 regions based on the Greicius functional atlas [11],
and time courses were regionally averaged, demeaned and lin-
early detrended using MATLAB standard functions. For each
participant n, data were concatenated into a single matrix for

all 16 runs: Y
(n)

= [Y (n)
1 Y

(n)
2 . . . Y

(n)
16 ], where Y

(n)
k is the

spatio-temporal matrix of run k.

C. Within-Subject Model

We deploy a linear model to reveal the main effect of reg-

ulation. For each participant n time courses Y
(n)

are used to
explain the block paradigm Zblock . Zblock is a vector of length
16 · 195, constructed by 16 concatenated block designs, nor-
malized to zero mean and unit variance (see Fig. 1). This linear
model is defined for each participant n as follows:

Zblock = Y
(n)T · β(n)

main + ε
(n)
main (1)

where β
(n)
main is the parameter vector and ε

(n)
main is the noise term.

The optimal parameter estimates ̂β
(n)
main are found by minimizing

the sums of squares of the residuals ê
(n)
main = Zblock − Y

(n)T ×
̂β

(n)
main between the predicted and the fitted models, which is

optimal assuming ε
(n)
main is independent identically distributed

normally distributed.
Next, we deployed another linear model to reveal the train-

ing effect over days, here, the time courses Y
(n)

are used to
explain the interaction between the linear improvement across
training days and the block-design paradigm. For this purpose,

we defined the improvement signal as

Ztarget = Ztraining � Zblock (2)

where ZT
training = [3 . . . 3

︸ ︷︷ ︸

4·195

1 . . . 1
︸ ︷︷ ︸

4·195

−1 . . . − 1
︸ ︷︷ ︸

4·195

−3 . . . −3
︸ ︷︷ ︸

4·195

].

Ztraining is also normalized to unit variance, and then multiplied
element wise (�) with Zblock to generate the improvement sig-
nal Ztarget (see Fig. 1). The linear model for each participant n
was defined as follows:

Ztarget = Y
(n)T

· β(n) + ε(n) (3)

where β(n) is the parameter vector and ε(n) is the noise term.
To test the null hypothesis so that the improvement signal

is explained better than by chance, we phase-randomized the

matrix Y
(n)

(along its rows) in the temporal Fourier domain.
The null is rejected if the estimation error for the real data is
significantly better than for surrogate data. Specifically, gener-
ating 19 surrogate datasets allows significance to be established
at 5%. Participants that fit the model well are those with real-
data residual sum of squares (RSS) values lower than all 19
surrogates RSS values (confidence intervals of 95%). For fu-
ture use, we defined a 195 × |N | matrix based on a general set
N : ̂β +

N = [· · · ̂βj · · · ], j ∈ N . According to the RSS single-
participant performances, we defined M as the set of “good”
participants that successfully fitted the model, and the estimated
parameter matrix ̂β +

M accordingly.

D. Regions Involved in Improvement of Self-Regulation

In order to investigate the key regions involved in the im-
provement of self-regulation, we analyzed ̂β +

M , by performing
a two-sided one-sample t-test on each row (i.e., per brain region
across participants). Based on the results, we ranked the regions
according to their t-values. We also included the anatomical lo-
cation of the functional network regions (see Table I). Next, the
generalizability of the model across participants was tested with
a LOO cross-validation scheme (see Fig. 2). In this approach,
the fitted model for |M| − 1 training participants was used to
establish the corresponding ̂β, which was then applied to the
left-out participant. In each LOO iteration, we selected a left-
out participant n, defined the training set M(n) = M\ {n},
and updated matrix ̂β +

M(n ) accordingly. Due to the high in-

terparticipant variability, we clustered ̂β +
M(n ) into two groups

using k-means clustering that used the cosine distance measure
with 10 000 replicates, resulting in two sets of participants:
M(n)

i = {j : j ∈ M(n) |j ∈ group i}, i = 1, 2. To avoid dou-
ble dipping, k-mean clustering was calculated within each fold
and the number of clusters was consistently set to two based
on the Calinski–Harabasz criterion [71]. For each group i, we
adjusted the fitted data matrix ̂β +

M(n )
i

, based on which we calcu-

lated the training response

βM(n )
i

= 1/(|M(n)
i |) · ̂β +

M(n )
i

· 1 (4)
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TABLE I
BRAIN REGIONS RANKED ACCORDING TO THEIR CONSISTENCY OVER SUBJECTS WITHIN EACH GROUP
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Fig. 2. Overview of the processing pipe line with cross validation. The
model estimation was done for all participants but one (test participant).
The model validation for test participant used the model estimation re-
sults. Backward elimination for brain regions repeats this procedure for
all possible model sizes. Regions were eliminated based on the ranking
of each set which was calculated once using the full model (i.e., m = V ).
Results are the measure of fit calculated for each possible model order
size.

where 1 is a one vector of length |M(n)
i |. The prediction for the

left-out participant n was defined as follows:

Z
(n)
i = Y

(n)T · βM(n )
i

. (5)

Furthermore, we defined the measure of fit as the correlation
between the improvement paradigm Ztarget and the prediction
signal

F
(n)
i = corr

(

Ztarget , Z
(n)
i

)

. (6)

The group level coactivation maps were calculated separately
for each of the two groups using the following steps:

1) rankings βM(n )
i

according to one-sample t-test were cal-

culated for each group in each fold;
2) the optimal model (top 16 regions, see Section II-E) in

each fold was identified;
3) a list counting the times each region was a part of the

optimal model was created;
4) coactivations maps were defined based on the list created

in step (3), regions that were ranked within the top 16 regions
for more than 6 out of 11 folds were selected.

E. Model Order Selection

Region ranking for optimal model size analysis was calcu-
lated once for each LOO fold. A one-sample t-test was calcu-
lated for the training set matrix βM(n )

i

that included all regions

(i.e., full model m = V ) , results were sorted in descending
order that sets the ranking of regions. The search for the op-
timal model order was done by using the backward elimina-
tion approach [43] that was executed separately for each fold,
where at the initial step all regions are included and in follow-

ing steps regions are eliminated based on the ranking that was
determined. The performances analysis of all possible model
sizes was done separately for each fold by exploring the model
estimation of the training set (i.e., two group clustering and
βM(n )

i

in each of the groups) and model validation [i.e., the mea-

sure of fit F
(n)
i,m , (6)]. Based on those results, we could assign the

left-out participant n to one of the two clusters M(n)
i , i = 1, 2

by maximizing the mean measure of fit between the two clusters:

{n ∈ M(n)
k | ∑V

j=1 F
(n)
k,j >

∑V
j=1 F

(n)
t,j }. The performance re-

sults of all the folds were consolidated by averaging the measure
of fit over all folds, resulting in one measure for each possible
model size. The selection of the optimal model size was based
on comparing that average measure of fit to the performances of
1000 surrogate datasets, and choosing the order size that max-
imizes the data performance and exceed the 98th percentile of
the surrogate distribution.

III. RESULTS

A. Learned Down Regulation of Primary Auditory Cortex

As reported previously, over the course of four days of NF
training, participants learned to down-regulate activity in the NF
target region, i.e., the right auditory cortex [9], [19].

During the experiment, feedback was only based on the ac-
tivity level of a single subject-specific target single ROI that was
determined by using a functional localizer. Here, we investigated
training effects based on the combined activity from multiple
brain regions that were taken from a predefined functional atlas.

B. Within-Subject Discriminative Model

In the analysis of the main effect, we found positive bilat-
eral activation in the auditory regions and frontal medial cor-
tex, contralateral thalamic activity, caudate and middle occipi-
tal lobe (left regions with activations while right regions with
deactivation); and bilateral deactivation of insula, medial su-
perior frontal gyrus, and calcarine. Next, for the training ef-
fect analysis we found that all except one participant showed
significant training effect as function of training days (see
Fig. 3) M = {1, 2 . . . 9, 11, 12}. For those who did, the linear
combination of activity in the V regions was related to changes
in regulation strength across NF days. Table I shows the brain
regions ranked according to the t-values and also reports the
average linear combination values (i.e., β values).

C. Regions Involved in Improving Self-Regulation

A complete view of the learning effect needs to consider two
results, the first is the main effect that corresponds to the average
activation level during down-regulation session and the second
is the change of activation over training sessions. The multivari-
ate analysis of the training shows the coactivated regions that
explain a linear change in activation over sessions. The cluster-
ing analysis revealed two distinct groups of participants. Cross
validation identified distinct sets of brain regions that were in-
volved in training (see Fig. 4). Here, we closely examine the two
groups: the optimal model for group 1 includes left crus l, right
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Fig. 3. RSS for all participants. RSS of the original data (circles) was
significantly lower than the RSS of the surrogate data (�) for eight par-
ticipants (1, 2, 3, 4, 5, 9, 11, 12; indicated by ∗). Participants 6, 7, and 8
present low performances but still within the 95% significant levels (also
indicated by ∗). One participant (number 10) did not show a significant
learning effect across NF training.

Fig. 4. Coactivation maps shown as axial slices in neurological con-
vention. (a) T-value of the main effect analysis for all brain regions. (b)
Optimal model for the rt-fMRI training effect over four sessions. Shown
here are the positive and negative t-values averaged across the within-
subject multivariate models.

insula, caudate, right midcingulate cortex, right angular gyrus,
right thalamus, and putamen areas that are associated with neg-
ative beta values (an increase of activation over the session),
while left frontal operculum, left crus I, and right middle frontal
gyrus are associated with positive beta values (a decrease of
activation over the session). In the optimal model for group 2 it
was found that right inferior parietal lobule, right angular gyrus,
left inferior temporal gyrus, and left inferior frontal gyrus are as-
sociated with negative beta values and an increase of activation,
while midcingulate cortex, left middle temporal gyrus, right su-
perior temporal gyrus (i.e., the target auditory ROI), and right
supramarginal gyrus are associated with positive beta values and
thus a decrease of activation.

D. Model Order Selection

The performance of the proposed model was evaluated using
the average measure of fit, i.e., correlation between the improve-
ment paradigm and the prediction for the test participant. Each
test participant n was assigned to its best fitted group. In Fig. 5,
we present these cross-validation results for the real and sur-
rogate data. The distribution of the test statistic under the null

Fig. 5. Performance of cross validation over different model sizes. Mea-
sure of fit indicate average group level correlation between Ztarget and
test participants prediction. Dashed line represents the results for group
1, dotted line for group 2; solid line for assigned group, i.e., each test
participant was assigned to the group with the best fit; red line without
subdividing into two groups, i.e., for each left-out subject, the model is es-
timated based on all other subjects. Gray scale represents the percentile
of the surrogate distribution.

hypothesis indicated that 16 regions can be considered as an
optimal model order. An examination of the optimal models
across the folds revealed that the t-values used for the ranking
of the top 16 regions where significant ( two-tailed uncorrected
t-value > 2, p < 0.05) It is important to note that for the op-
timal model size the cross-validation results indicated that the
two groups analysis with real training data outperformed the
analysis including all subjects with real data (i.e., without sub-
dividing subjects in two groups) as well as with surrogate data
(see Fig. 5). Despite the high interparticipant variability, this fur-
ther confirmed that the top-ranked regions can be generalized to
out-of-fold participants.

IV. DISCUSSION

Voluntary control over brain activity in a single ROI can be
learned using rt-fMRI NF. Here, we deployed a multivariate
data-driven model to reveal how the coactivation of multiple
brain regions explains the successful NF training. For evaluating
the consistency of the activated regions across participants, we
used cross validation to determine the most economical and
generalizable model, which consisted of 16 brain regions. Our
results show that

1) NF training of a single ROI caused distributed changes
across the whole brain.

2) A multivariate model of coactivated brain regions that
generalizes across participants can be identified.

3) Participants can be clustered into two distinct groups who
each coactivated different sets of brain regions.

A. Posthoc Analyses of Functional Network
Reorganization

Training brain activity in a single ROI using rt-fMRI NF
does not only affect the NF target ROI, but also other regions
across the brain. A better characterization of these changes is
important for understanding the neural underpinnings of NF
training, thus potentially improving its efficacy. As presented
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in Section I, the methods that were previously used to investi-
gate global distributed changes include seed-based correlation,
whole-brain pairwise correlation, GCM, DCM, and PPI. Each
of these approaches has its advantages and disadvantages. For
example, GCM and DCM allow us to determine the direction-
ality of connectivity changes, and DCM allows for modeling of
effective connectivity at the neuronal level [72]. On one hand,
these multivariate approaches are limited to analyzing connec-
tivity changes of only a limited number of brain regions that
have to be defined a priori. On the other hand, seed-based cor-
relation, whole-brain pairwise correlation, and PPI can handle
more brain regions, but they can consider only pairwise connec-
tions, and therefore cannot detect interactions between multiple
brain regions. Our proposed multivariate approach is comple-
mentary in that it allows for investigating changes related to
NF training by activity traces across the entire brain. This does
not require any prior assumption about how brain regions in-
teract. Such multivariate interactions that are characterized by
coactivation patterns and that are specific to the improvement of
self-regulation across NF training days could not be revealed by
the previously used methods. Therefore, our approach extends
previous investigations of changes related to NF training.

Previous analyses were all carried out on the group level, even
though NF learning success, strategies, and its neural underpin-
ning vary substantially between participants [25]. We examined
generalization and consistency of the results using cross valida-
tion, as it was implemented in our approach that allows ensuring
and quantifying how the coactivation maps generalize across
participants. To account for the high interparticipant variability
of learning in NF experiments, we applied clustering procedures
where participants were clustered according to similarities in
their coactivation maps. Our analysis revealed two distinct and
consistent groups of participants, which showed differences and
commonalities in NF learning across participants.

B. Self-Regulation of Activity in Auditory Cortex
Implicates Distributed Set of Regions

When applying the proposed analysis method to data from
an NF training study where participants learned to down reg-
ulate the ROI auditory cortex, we found evidence of changes
in a distributed set of brain regions, which was associated with
NF learning. Specifically, we found that a coactivation model
with 16 brain regions best explained the NF training effect. The
clustering analysis had revealed two groups, each with a distinct
coactivation pattern. In the first group, the coactivation pattern
consisted of brain regions mainly related to self-awareness (e.g.,
precuneus, insula, angular gyrus) [73]–[75], cognitive control
(e.g., frontal operculum) [76], and skill learning (e.g., caudate
nucleus, putamen) [85]. Especially the latter is interesting, be-
cause they have frequently been reported to be involved in NF
experiments [22], [58], [59], [77], [86], and it has recently been
proposed that NF learning is linked to skill learning [78]. In
contrast, in the second group, the coactivation pattern consisted
of brain regions related to the auditory/language pathway (e.g.,
right superior temporal gyrus, which contains the target ROI,
as well left inferior frontal gyrus, and supramarginal gyrus)

[79], [80], sensory information processing (e.g., inferior parietal
lobe) [81], [82], and reward-related learning (e.g., midcingulate
gyrus) [48], [54].

To support the validity of the two group clustering, we have
compared the group performances against the one obtained
when not separating the subjects into two groups, i.e., for each
left-out subject, the model was estimated based on all other
subjects. The results suggest that the models for the subgroups
were not only different, but also lead to a more accurate model
than the one obtained jointly from all subjects. Although inter-
preting the differences in coactivation patterns between the two
subgroups would require extensive meta-analytic profiling, their
functional differences already suggest different learning strate-
gies. For example, participants in group 1 might have adopted
an explicit skill learning strategy, whereas participants in group
2 were more prone to implicit reinforcement- and reward-based
learning [65]. Detailed reports of the cognitive strategies that
participants used during the NF experiment would be useful
to further elaborate this speculation, but no such reports are
available for this study. Those coactivations maps could po-
tentially be used for additional purposes, for example, monitor
self-regulation aptness. Recent method proposed to detect on-
line arousal level using only fMRI data [87] can be adapted for
this purpose, coactivations maps could be projected onto online
rt-fMRI volumes and generating rt-fMRI self-training index.

C. Limitations

The first limitation is that we used a linear model as a first-
order approximation of the NF learning effect. Although the
cross-validation results confirm that the linear assumption holds,
it might have not been the optimal model.

The second limitation is that in this multivariate analysis we
included all brain regions, including the right auditory region
based on the Greicius atlas. Since the atlas-based definition of
the auditory region differs from that of the auditory NF target
ROI (which was based on a functional localizer for each par-
ticipant), these regions are not identical and thus there is no
“double-dipping.” Including the atlas auditory ROI in the model
allows discovering whether it plays a role (or not) in the learning
effects of NF.

Finally, our sample size is low for clustering the participants
into two groups. However, our unsupervised clustering showed
a clear separation into two groups, and despite the lower sam-
ple size per group, the cross-validation results are superior in
the subgroups compared to all subjects combined. Since inter-
subject variability in training strategies is an important topic
in NF training studies, future rt-fMRI studies in larger samples
might use similar clustering approaches to identify different
learning strategies.

D. Conclusion

The proposed multivariate approach revealed interactions be-
tween distributed brain regions that contributed to learning
control over a ROI through NF training. Using a cross-validation
scheme, we examined the generalization and consistency of the
model, as well as similarities and differences between NF learn-
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ing strategies across participants. Our results suggest that future
NF research could exploit distributed information in the brain
to improve the efficiency of the NF signal [18], [83], [84], or
to monitor and even guide the control strategy used by the par-
ticipants. Finally, this approach is not limited to analyzing data
from NF experiments, but can in principle be useful for gaining
new insights in other types of longitudinal data from learning
experiments.
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ioral in Tübingen, Germany. He had specialized
in Radiology and diagnostic Neuroradiology at
the University Hospital of Basel, Switzerland. He
had completed his Privatdozent (venia docendi,
senior lecturer) and obtained the title of Assis-
tant Professor in Neuroradiology at the Univer-
sity Hospital Geneva, Switzerland.

Currently, he serves as a Neuroradiologist at Affidea CDRC Carouge,
Switzerland and associate visiting professor at Uppsala University. His
interest is mainly in advanced neuroimaging techniques in particular in
the domains of neurodegenerative and neurovascular diseases.

Dr. Haller had recived two awards by the European Society of Neu-
roradiology, two awards by the Swiss Society of Neuroradiology, one
award by the Swiss Society of Radiology and one award by the German
Society of Neuroradiology.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


